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**Abstract**

Support Vector Machines (SVMs) are widely used for classification due to their strong generalization capabilities but are sensitive to outliers and noise. To enhance robustness, we propose an SVM framework incorporating M-estimation techniques, which offer a principled approach to handling outliers by assigning adaptive weights to misclassified samples. Specifically, we integrate robust loss functions, including Fair, Cauchy, Welsch, and Geman-McClure, to mitigate the influence of noisy data while preserving the model’s discriminative power. Additionally, we explore optimization techniques such as Genetic Algorithm (GA), Sequential Minimal Optimization (SMO), Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), and Harmony Search (HS) to improve training efficiency. We evaluate our method on benchmark datasets, including Arrhythmia, Madelon, WBC, and Ionosphere, by introducing artificial noise and comparing its performance against conventional SVMs. Experimental results demonstrate that our M-estimator-inspired SVMs, particularly those utilizing Cauchy, Welsch, and Geman-McClure loss functions, exhibit superior robustness in noisy environments compared to L1 and L2-SVM. Among the optimization algorithms, SMO and ACO consistently yielded higher classification accuracy while maintaining compu-tational efficiency. Specifically, ACO combined with Cauchy or Welsch loss functions achieved the most stable performance across different noise levels. These findings highlight the effectiveness of our proposed approach in enhancing SVM robustness, making it a pra-ctical solution for real world classification tasks involving noisy or imbalanced data.
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# 1 Introduction

# Machine learning classification problems are fundamental across various domains, such as bioinformatics, finance, and image recognition. Among classification techniques, Support Vector Machines (SVMs) are widely used for their strong generalization capabilities and effectiveness in high-dimensional spaces. However, traditional SVMs, such as L1-SVM and L2-SVM, are highly sensitive to outliers and noisy data, which can distort the decision boundary and degrade classification performance. L1-SVM promotes sparsity in solutions, making it useful for feature selection but often unstable in noisy environments. On the other hand, L2-SVM improves numerical stability but amplifies the influence of extreme values, leading to suboptimal robustness in the presence of noise.

# To address these limitations, researchers have explored various robust SVM approaches. Several Studies have investigated robust loss functions to mitigate the effect of outliers while maintaining classification performance. Huber loss and Ramp loss have been widely used to reduce the influence of noisy samples, with studies such as Xu et al. (2018) [1] demonstrating their effectiveness in handling non-Gaussian noise. However, these loss functions often introduce additional computational complexity, making them less practical for large-scale applications. Additionally, elastic-et and sparsity-inducing regularization techniques, have been proposed to balance stability and sparsity in SVM models (Zou & Hastie, 2005) [2]. While these methods improve feature selection and model interpretability, they do not fully suppress the effects of noisy data.

# In addition to loss function modifications, optimization-based approaches have been explored to enhance SVM robustness. Traditional SVM training methods like Sequential Minimal Optimization (SMO) provide efficient computation but struggle with non-convex optimization landscapes (Platt, 1998) [3]. To improve convergence and classification accuracy, researchers have introduced metaheuristic optimization techniques, including Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), and Harmony Search (HS). For example, Lin et al. (2019) [4] demonstrated that PSO-optimized SVMs could achieve faster convergence and improved classification accuracy compared to SMO. Similarly, studies by Das et al. (2020) [5] and Chen et al. (2021) [6] have shown that ACO-based SVM training can lead to more optimal decision boundaries, particularly in noisy environments.

# Despite these advancements, existing robust SVM approaches exhibit several limitations. Many robust loss functions effectively mitigate the impact of outliers but significantly increase computational overhead, leading to a trade-off between robustness and efficiency. While metaheuristic optimization methods enhance training, previous studies lack a systematic comparison of multiple techniques to identify the most efficient optimization strategy. Additionally, most prior studies do not comprehensively evaluate robust SVM performance under varying noise levels across multiple benchmark datasets, making it challenging to determine their practical effectiveness.

# In this study, we propose an M-estimator-enhanced SVM framework that integrates robust loss functions with advanced optimization techniques. M-estimators provide a principled approach to reducing the influence of outliers by assigning adaptive weights to misclassified samples, thereby enhancing robustness. Specifically, we explore Fair, Cauchy, Welsch, and Geman-McClure loss functions, which are designed to suppress large residuals while preserving information from inliers. Additionally, to optimize the training process, we compare SMO, GA, PSO, ACO, and HS to identify the most effective optimization strategy for robust SVMs.

# Key Contributions of This Study:

1. Development of an M-estimator-inspired robust SVM framework that significantly enhances classification accuracy in noisy environments.
2. Comparative evaluation of multiple loss functions (Fair, Cauchy, Welsch, Geman-McClure) to determine the most effective robust loss formulation.
3. Comprehensiveoptimization analysis, comparing metaheuristic algorithms (GA, PSO, ACO, HS) with SMO to identify the best training method.
4. Empirical validation on multiple benchmark datasets for binary classification, including Arrythmia, Madelon, WBC, and Ionosphere, with artificially induced noise.

# The remainder of this paper is structured as follows. The next section provides an in-depth discussion of robust loss functions and optimization strategies. We then describe our experimental setup, dataset characteristics, and evaluation methodology, followed by the results of our comparative analysis. Finally, we conclude with a discussion of key findings, practical implications, and future research directions. Our experimental results demonstrate that integrating M-estimator-based loss functions with advanced optimization techniques significantly improves classification accuracy and stability in noisy environments, providing a practical and effective solution for real-world machine learning applications.
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